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Abstract

The fromo package provides fast robust summation using the Welford-
Terriberry method. The update formula used therein is described, as well
as the output produced by various functions.

1 The update formula

Let A be a set of indices over the data xi and corresponding weights wi > 0. The
weights are replication weights, and are intended to simulate having observed
multiple identical, though independent, values of xi. In the standard setting
the weights are identically 1.

Define the total elements, sum of weights, and (weighted) mean over A via

nA = |A| ,

WA =
∑
i∈A

wi,

µA =

∑
i∈A wixi

WA
.

Then go on to define the kth centered weighted sum via

SA,k =
∑
i∈A

wi (xi − µA)
k
.

Note that we have

SA,0 = WA, and SA,1 = 0.

When A consists of a single observation, that is when nA = 1, we have µA = xa

for the unique a ∈ A, and SA,k = 0 for all k ≥ 1.
Let B and C be sets of indices with the restriction that A ∩ B = ∅, C ⊆ A,

and define
D = A ∪ B \ C.

Thus D is A ‘plus’ B ‘minus’ C. Consider how to compute WD, µD, and SD,k

from the sums of weights, weighted means, and centered sums over the sets A,
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B, and C. [1, 2, 3] We have:

nD = nA + nB − nC ,

WD = WA +WB −WC ,

µD =
WAµA +WBµB −WCµC

WD
,

= µA +
WB (µB − µA)−WC (µC − µA)

WD
,

and

SD,k =
∑
i∈D

wi (xi − µD)
k
,

=
∑
i∈A

wi (xi − µD)
k
+
∑
i∈B

wi (xi − µD)
k −

∑
i∈C

wi (xi − µD)
k
,

=
∑
i∈A

wi (xi − µA + µA − µD)
k
+

∑
i∈B

wi (xi − µB + µB − µD)
k −

∑
i∈C

wi (xi − µC + µC − µD)
k
,

=
∑
i∈A

∑
0≤j≤k

(
k

j

)
wi (xi − µA)

j
(µA − µD)

k−j

+
∑
i∈B

∑
0≤j≤k

(
k

j

)
wi (xi − µB)

j
(µB − µD)

k−j

−
∑
i∈C

∑
0≤j≤k

(
k

j

)
wi (xi − µC)

j
(µC − µD)

k−j
,

=
∑

0≤j≤k

(
k

j

){
SA,j (µA − µD)

k−j
+ SB,j (µB − µD)

k−j − SC,j (µC − µD)
k−j

}
,

= SA,k + SB,k − SC,k +WA (µA − µD)
k
+WB (µB − µD)

k −WC (µC − µD)
k

+
∑

2≤j<k

(
k

j

){
SA,j (µA − µD)

k−j
+ SB,j (µB − µD)

k−j − SC,j (µC − µD)
k−j

}
.

Note that if the centered sums are to be computed in place, that is, over-
writing the vector of SA,j with values of SD,j , then they should be computed
in decreasing order, as updates to higher order sums require the old values of
lower order sums.

It should also be noted that we did not use the restriction that wi > 0.
True, negative values of wi can cause WD to be zero, and therefore µD is not
defined, nor is SD,k. Negative weights also make no sense for most statistical
uses. However, notice what happens when we subsitute every wc with −wc for
c ∈ C. If we compute the total weight, WC , its sign has flipped, as has that of
SC,k, but not of µC . In this case, using the negative weights we have

SD,k = SA,k + SB,k + S̃C,k +WA (µA − µD)
k
+WB (µB − µD)

k
+ W̃C (µ̃C − µD)

k

+
∑

2≤j<k

(
k

j

){
SA,j (µA − µD)

k−j
+ SB,j (µB − µD)

k−j
+ S̃C,j (µ̃C − µD)

k−j
}
,

where the W̃C , µ̃C , and S̃C,j denote that they are computed with negative
weights. Now the update formula for removing C from A looks just like that for
adding B, except negative weights are used.
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1.1 Adding a single observation

We now consider the special case where C is empty, and B consists of the single
index b. We then have WD = WA + wb,

µD =
WAµA + wbxb

WA + wb
,

= µA + wb
xb − µA

WA + wb
,

= µA + wb
xb − µA

WD
.

So then

µA − µD = −wb
xb − µA

WD
.

Also

xb − µD = xb − µA + µA − µD,

= xb − µA − wb
xb − µA

WD
,

= WA
xb − µA

WD
.

Since B is a single index, SB,k = 0 for k > 0, then we have

SD,k = SA,k +WA

(
−wb

xb − µA

WD

)k

+ wb

(
WA

xb − µA

WD

)k

+
∑

2≤j<k

(
k

j

)
SA,j

(
−wb

xb − µA

WD

)k−j

,

= SA,k + wb (xb − µD)
k

[
1 +

(
−wb

WA

)k−1
]

+
∑

2≤j<k

(
k

j

)
SA,j (µA − µD)

k−j
,

= SA,k +WA (µA − µD)
k

[
1−

(
WA

−wb

)k−1
]

+
∑

2≤j<k

(
k

j

)
SA,j (µA − µD)

k−j
.

For the k = 2 case this further simplifies to

SD,2 = SA,2 +
WAwb

WD
(xb − µA)

2
,

= SA,2 +
WDwb

WA
(xb − µD)

2
,

= SA,2 +WD (xb − µD) (µD − µA) .

Note that the quantity WD (µD − µA) = wb (xb − µA) is computed as an in-
termediary in updating the weighted mean, resulting in some computational
savings.
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1.1.1 Removing a single observation

As noted above, removing a single observation should look just like adding a
single observation, except signs on the weights and weighted sums are flipped.
Let c be the single index in C. Then c. We then have WD = WA − wc, and

µD = µA − wc
xc − µA

WD
.

The centered sum update formula is

SD,k = SA,k − wc (xc − µD)
k

[
1 +

(
wc

WA

)k−1
]

+
∑

2≤j<k

(
k

j

)
SA,j (µA − µD)

k−j
,

= SA,k +WA (µA − µD)
k

[
1−

(
WA

wc

)k−1
]

+
∑

2≤j<k

(
k

j

)
SA,j (µA − µD)

k−j
.

For the k = 2 case this further simplifies to

SD,2 = SA,2 −
WAwc

WD
(xc − µA)

2
,

= SA,2 −
WDwc

WA
(xc − µD)

2
,

= SA,2 +WD (xc − µD) (µD − µA) .

1.2 Adding and removing a single observation

Consider the case of adding a single b ∈ B and removing a single c ∈ C. The
total number elements, nA, is unchanged, of course. We have

WD = WA + wb − wc,

µD = µA +
wb (xb − µA)− wc (xc − µA)

WD
.

The update formula for SD,k is

SD,k = SA,k + SB,k − SC,k +WA (µA − µD)
k
+ wb (xb − µD)

k − wc (xc − µD)
k

+
∑

2≤j<k

(
k

j

){
SA,j (µA − µD)

k−j
+ SB,j (xb − µD)

k−j − SC,j (xc − µD)
k−j

}
.

In the k = 2 case this simplifies to

SD,2 = SA,2 +WA (µA − µD)
2
+ wb (xb − µD)

2 − wc (xc − µD)
2
,

= SA,2 + (µA − µD)
2
(WA −WD) + wb (xb − µD) (xb − µA)− wc (xc − µD) (xc − µA) ,

= SA,2 +
WAwb (xb − µA)

2 −WDwc (xc − µD)
2

WA + wb
.
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Further simplifications are possible when wb = wc (as occurs in the vanilla case
of equal weighted moments), and we arrive at

µD = µA +
wb (xb − xc)

WD
,

SD,2 = SA,2 + wb (xb + xc − µA − µD) (xb − xc) .

2 The output

Several kinds of output are produced by the fromo package. We describe them
in more detail here.

mean The (weighted) mean over the index set A is simply µA.

standard deviation The standard deviation over the index set A is

σA =

√
SA,2

WA − ν
,

where ν are the ‘consumed degrees of freedom’, and is typically set to 1.
When the normalization flag is set to true, however, it is intended that
the weights be normalized to have mean value 1. In this case the standard
deviation over A is defined as

σA =

√
SA,2

WA

nA

nA − ν
.

When ν = 0, these are identical.

centered moment The kth centered moment is defined as

MA,k =
SA,k

WA
.

Note that for k > 2 we do not support consumed degrees of freedom, and
so normalization of weights has no effect.

standardized moment The kth standardized (and centered) moment is defined as

YA,k =
MA,k

σk
A

.

Normalization and consumed degrees of freedom affect the computation
of σk

A, and so affect the standardized moments.

centered value For a given index i and some fixed set A, the centered version of xi is
merely xi − µA.

standardized value For a given index i and some fixed set A, the standardized version of xi

is merely xi/σA. It is affected by normalization and consumed degrees of
freedom.

z-scored value For a given index i and some fixed set A, the z-scored version of xi is
(xi − µA) /σA. It is affected by normalization and consumed degrees of
freedom.
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Cumulants Sometimes called “centered cumulants” in the package, though this is re-
dundant and not common usage. Cumulants are defined from the centered
moments by the recursive formula: [4]

KA,r = MA,r −
r−2∑
j=0

(
r − 1

j

)
MA,jKA,r−j . (1)

Standardized Cumulants These are the regular cumulants normalized by the computed standard
deviation:

GA,r =
KA,r

σr
A

. (2)

3 Running Moments

The fromo package can also perform running1 computations of moments, cen-
tered moments, centered values, standardized values, z-scored values and so on.
Given an integral window, W , and data and weights vectors xi, wi, we com-
pute output yi as follows: let D be the set of j with i − W < j ≤ i. Then
compute the desired moment over D, and return it as yi. The ‘comparison’
operations (computed centered, standardized, or z-scored versions of a variable)
admit a lookahead parameter, l. In this case, we let D be the set of j with
i − W + l < j ≤ i + l, then compute the moments over D and normalize xi

with respect to those moments. When l > 0, we are using future information
to compute yi. That is, yi will depend on xj with j > i. This is not the case
for the typical moments computations or for the case where the lookahead is
non-positive.

We also support a time (or other counter) based running computation. Here
the input are the data, and weights vectors, xi, wi, but also a vector of time
indices, say ti which are non-decreasing: t1 ≤ t2 ≤ . . .. It is assumed that t0
is essentially −∞. The window, W is now a time-based window. The output
yi is defined in terms of the moments computations over the set D which are
all j such that ti −W < tj ≤ ti. For comparison functions, we again admit a
lookahead so that D are all j such that ti −W + l < tj ≤ ti + l. Obviously if
we let ti = i, we recover the ‘vanilla’ running moments computations. We also
support supplying the ti implicitly as the sum of positive deltas: let vector di
of strictly positive elements be given. Then we assume

ti =
∑

1≤j≤i

dj ,

and then perform the time-based running computation. We also support the
case where the di are actually just the wi.
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